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Abstract

2

It is universally recognized that air pollution is a pressing environmental challenge 
that has increased considerably in recent years, leading to a rise in premature deaths, 
threatening livelihoods and the sustainable development of the region, in particular 
in many cities in Asia and the Pacific where air pollution is a major public health 
hazard to an increasing urban population.

However, many rapidly urbanizing cities in developing countries lack the resources 
and data to clearly identify the causes of air pollution impacting local conditions. In 
order to address the pervasive problems of low data quality and availability, this paper 
describes methodologies using machine learning to enable better decision making. 
Through the use of these innovative techniques, decision makers and stakeholders 
can have a more insight through these scientific findings on which to create city level 
air pollution action plans which focus resources on the solutions which can make the 
most difference.
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It is universally recognized that air pollution is a pressing environmental challenge that has 
increased considerably in recent years, leading to a rise in premature deaths, threatening 
livelihoods and the sustainable development of the region, in particular in many cities in Asia and 
the Pacific where air pollution is a major public health hazard to an increasing urban population. 

ESCAP research has shown that the resulting damages from air pollution disproportionately 
impact the low-income and marginalized communities, and this can be a crucial factor that 
exacerbates income inequalities. According to the World Health Organization, more than 60 
per cent of all premature deaths from household air pollution in 2012 were among women and 
children. 

However, many rapidly urbanizing cities in developing countries lack the resources and data to 
clearly identify the causes of air pollution impacting local conditions. In order to address the 
pervasive problems of low data quality and availability, this paper describes methodologies 
using machine learning to enable better decision making. 

Through the use of these innovative techniques, decision makers and stakeholders can have a 
more insight through these scientific findings on which to create city level air pollution action 
plans which focus resources on the solutions which can make the most difference. Subsequent 
working papers will illustrate how to apply and utilize these scientific findings in the creation of 
customized, urban-level air pollution action plans.

Examples of key areas for attention include increased energy consumption and use of inefficient 
energy technologies in households and industrial processes, unmanaged and inefficient 
construction work (buildings/roads, etc.) in the region intensify air pollution, especially in urban 
areas, with high concentrations of particulate matter in cities. Therefore, better city planning 
with an emphasis on environmental priorities such as clean air is needed.  

This focus would encourage clean energy, energy efficiencies, local industry standards, and 
other low-carbon development, transport policies, etc. By using these innovative research 
techniques, city planners in developing countries will be better informed of which interventions 
would be most suitable to improve the air quality for their citizens.

Introduction
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Predicting PM2.5 with 
Machine Learning

In order to demonstrate the usefulness of machine learning approaches to understanding the 
causes of air pollution, the city of Chiang Mai, Thailand will be used as a case study. This city 
has been selected because it regularly suffers from seasonal, severe air pollution combined 
with low levels of data availability, particularly over time. 

Additionally, because such conditions are experienced in several other of the cities in the 
Southeast Asian region with the worst air pollution, the findings are likely to be of general use. 
As such, this city can usefully serve as a test case for this type of data science.

This methodology will need to be able to analyses the history and primary air pollution sources 
for Chiang Mai, together with transboundary aspects. However, it is necessary to examine the 
causal factors driving the seasonal pollution functions to put together action plans and policies 
that could have tangible impacts to solve the issue. 

This analysis has created a data-science based model that can accurately predict different 
the outcome of different scenarios, specifically with reference to reducing the number of open 
burning hotspots at varying distance from the city center. The development of this statistical 
model involved building a system with the following criteria:

• The ability to identify the primary air pollution sources in Chiang Mai and determine their 
influence on AQI levels.

• Manipulate the data so that air pollution in Chiang Mai is predicted at an hourly rate. The R2-
score (a statistical measure of how close the data are to the fitted regression line) should 
be in line with state-of-the-art standards to support confidence in the findings. In line with 
the analysis provided in Annex 1, a model accuracy of .75R2 is considered a satisfactory 
result.

• Predict the air pollution level by implementing the various scenarios. For instance, 
demonstrating how Chiang Mai's seasonal air pollution would change if agricultural burning 
were decreased by 40% in a 200km radius instead of a 20% reduction in a 400km radius and 
understand which scenario would lead to better outcomes. 

The most common atmospheric modeling types used to measure and predict these data 
are: 1) Atmospheric Chemistry, 2) Dispersion, 3) Machine Learning. However, these models 
are designed around multi-processing approaches involving real-time and historic emission 
records and meteorological data. 

Their effectiveness of models such as Hybrid Single-Particle Lagrangian Integrated Trajectory 
(HYSPLIT) can be limited, as it is difficult to calculate air mass movement and source 
apportionment when there are multiple sources of pollution, leading to scaling difficulties. This 
is one aspect in which current approaches to Atmospheric Chemistry and Dispersion struggle 
to sufficiently capture the nonlinearity relationship between air pollution and source emissions. 
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For facing this issue, machine learning models based on statistical algorithms seem favorable. 
Instead of focusing on physical and chemical processes, statistical models are rigidly based on 
historical data predictions. Machine learning is ideal for modeling air pollution levels because 
of its ability to handle many variables and non-linear relationships between independent and 
dependent variables.

A statistical approach is applied, which allows the Machine Learning Model, through supervised 
learning, to predict possible outcomes in different scenarios. For this step, a Random Forest 
Regressor (RF) demonstrates the most outstanding suitability because of its capacity to 
manage complex relationships. This RF model is composed of an ensemble of decision trees 
that predict the average behavior for a given set of conditions. 

For example, a decision trees of which shoes to where for a given day is given by the condition 
of whether today is a weekend and the outside temperature. A similar idea is applied to predict 
the pollution level given the condition today and previous days. The figure below illustrates an 
example of one tree. 

The model decides whether to increase or decrease the pollution level from level = 43 based on 
the number of hotspots in 100 km radius in the past 15 hours, then the decisions is split further 
down the node using the wind speed (left) or the number of hotspots in 100 km radius in the 
past 36 hours (right). This progress continues until the model used all the input data. 

After obtaining a reasonable model, we can use the model in two ways. First, the capacity of 
the model to correctly predict the level of PM2.5 air pollution is assessed, including the ability 
to rank the input feature by order of importance, which allow us to calculate contribution from 
various input (pollution sources). Second, the model can then be used simulate the relationship 
between meteorological data and air pollution with a high level of accuracy. 

The process of applying this approach to predict the levels of PM2.5 based on reduced levels of 
agricultural burning reduction for Chiang Mai was designed and implemented by building a data 
warehouse, data visualization to understand relationship between  features and the pollution 
level, and model building, as described in the next sections.
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Figure 1: Random Forest Regressor Model for Chiang Mai



Data Warehousing

Data was gathered on chemical pollutant types, hotspots, weather, and other variables in 
constructing this data warehouse for Chiang Mai. Data sources include historical records, 
satellite readings, scrubbing from other sources, and even crowdsourcing. Some data was 
straightforward to obtain because of proper record-keeping, while other aspects were more 
complicated to obtain – but adjusted for with machine learning via feature engineering. For 
details of the data source, please see the appendix section. 

An example of insufficient data that was adjusted for with machine learning is missing PM2.5 
historical data. As discussed in the section on monitoring air pollution in Chiang Mai, PM2.5 was 
not tested there until 2012, as seen in the top graph of Figure 2. However, there is data since 
1995 on PM10  and O3 – two chemicals known to demonstrate a very close correlation to PM2.5. 

To increase the accuracy of PM2.5 predictions, the model could be enhanced to use predict 
PM10 and O3 first and infer the predicted levels of PM2.5 (as seen in the lower graph of Figure 
2). ESCAP will continue to pursue this line of analysis and publish further results in subsequent 
working papers.

Figure 2: Pollution Level Measures in Aggregate (United States AQI Index), Analysis; ESCAP 2021
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Accounting for 
Meteorological Conditions

Wind speed has a considerable effect on the pollution level because it changes how the air 
circulates for a region, particularly for a mountainous area like Chiang Mai. High wind speeds 
help clean up the air; however, in the middle of the burning season, the wind could also bring 
the pollutants into the city. 

For Chiang Mai, wind speed in the winter months is at its lowest level of about a 5 km/hr 
speed – it is at its fastest in the monsoon season (April to July). Figure 3 compares the annual 
levels of PM2.5 in Chiang Mai against the wind speed. As seen in this graph, the annual pattern 
negatively correlates with the air pollution level throughout the year. 

In Figure 4 the hourly value of the wind speed and hourly density of PM2.5 in Chiang Mai were 
compared. It shows that the wind speed peaks in the late afternoon, and the pollution level 
drops simultaneously. Meteorological effects are notoriously difficult to simulate accurately, 
compounded by the natural geographic complexity of the area around Chiang Mai. 

For example, low winds are observed in winter under influence of high pressure ridge when 
subsidence and radiative inversion are enhanced and the weather is dry, leading to thermal 
inversions which concentrate PM2.5 particles in the area. Therefore, it is important to consider 
the totality of meteorological effects in order to make precise predictions. In this context, the 
wind can have an impact on how and when pollution moves through the region. The model 
considers these factors as part of air pollution's predictive factors, including specific weather 
pattern data to help forecast scenarios accurately.

Figure 3: PM2.5 (Solid Blue Line) Hourly Patterns Over A 24 Hour Period. 
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Figure 5: Effect of Wind Direction on PM2.5



Figure 3: PM2.5 (Solid Blue Line) Hourly Patterns Over A 24 Hour Period. 

Figure 4: Wind speed (solid green line) hourly patterns over a 24-hour period, by season

In this plot, the hourly behavior for winter and monsoon season are plotted in separate lines, 
highlighting the relationship between these data points in winter (pollution) vs monsoon 
seasons. The hourly behaviors are moderated by windspeed, which reduces the pollution to be 
lowest around 3pm. Therefore, it can be seen that wind speed is a mitigating factor, but not a 
primary determinate of pollution levels.
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Building the 
Air Pollution Model
We build random forest regressor model to predict hourly PM2.5 level using weather, burning 
hotspots in 900 km radius, and datetime information. The PM2.5 level were averaged from 
two PCD station (35t ad 36t) located in downtown Chiang Mai. Categorical data such as wind 
directions and holiday are one-hot encoded. The model's performance is evaluated by measuring 
its objective performance and testing it against previously unseen data. 

Model training allows us to make a prediction correctly as often as possible. The data is split 
into train, validation, and prediction datasets by order of occurrence using a splitting ratio 
of 4:3:3. This gives the training dataset between 2012 and mid-2015, the validation dataset 
between mid-2015 to 2019 and the prediction dataset from 2019 – current. 

The validation dataset is the used to optimize the model parameters, and later merged with 
the training dataset for final model training. The prediction set is used for model prediction 
and creating simulated scenarios. Prediction and scenario simulation is undertaken with daily 
average values to provide higher model accuracy.

The figure below shows the model hourly and daily prediction accuracy for Chiang Mai. The 
daily prediction was obtain by averaging the hourly prediction, which slightly improve the model 
performance. The blue lines are the actual data, the green lines are training data, and the red 
lines are predictions.

Optimization R2-score      Error    Model Performance

 Hourly Prediction         0.71           ±15

Daily Prediction       0.78         ±12
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Figure 6: Hourly and Daily Prediction Accuracy for Chiang Mai



To quantify the effect of agricultural burning toward PM2.5 level in Chiang Mai, we perform what 
we called a statistical prediction in order. The statistical prediction is performed by obtaining 
a range of possible weather data and fire activities from the training dataset. The range of 
possible independent variables is used to predict a range of possible hourly PM2.5 levels. The 
values from the same date-time are averaged to produce final prediction values. 

For example, to predict the range of possible PM2.5 values on December 20, 2022, this approach 
will use the conditions around December 20, during previous years, feed this behavior into the 
model and predict the PM2.5 level. The weakness of this approach is that the Random Forrest 
regressor can only predict values which it is has seen before. 

If there is a year where the weather and fire patters are very different from the historical data, 
the prediction will be inaccurate. It is expected that events such as the impact of COVID19 
mitigation measures will present analytical challenges for training and development of air 
pollution models using machine learning.

The figure below compares the daily average of actual PM2.5 (blue) and the statistical prediction 
(red). The statistical prediction is very similar to the actual data values – meaning that our 
model can accurately predict PM2.5based on multiple variables and situations.  
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When the model was not allowed to see specific data sets, it still had a reliable prediction score 
(R2 = 0.66). The prediction error is +/- 16 m3, which is absorbed in the confidence band’s error. 
This outcome gives the model confidence to begin making and analyzing predictions that can 
guide the region towards clearer skies. 

The figure below shows the model feature of importance. In addition to metrological condition, 
the feature clearly indicates that hotspots are importance features, which indicates high 
contribution from agricultural burning activities. This is in agreement with various studies. 

Figure 7: Feature of Importance
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Figure 8: Actual PM2.5 Level In The Prediction Dataset (Blue) Between 1 October 2017 And 15 June 2020 And 
The Statistical Prediction Value (Red)

Figure 9: Seasonal Pattern of Data and Statistical Prediction

Figure 9: Raw Training Residual and Average Residual 



The results of this research indicate that the use of machine learning can serve as viable 
mechanism for supporting reliable decision making for cities facing local air quality challenges. 
By utilizing machine learning, existing data sets can be used in innovative ways to identify the 
principal components of local air pollution and thereby enable targeted local action. 

These approaches work best when air pollution factors follow predictable trends, enabling 
prediction within historically observed parameters. However, these methodologies struggle 
when large disruptive events occur which the machine learning model has not previously 
observed in the data. Policy makers and all stakeholders should be fully aware of these strengths 
and limitations as they seek to utilize these innovative approaches.

Conclusion
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Figure 9: Raw Training Residual and Average Residual 
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- US AQI standard is from https://airnow.gov/index.cfm?action=airnow.calculator

- Thailand AQI standard is from http://air4thai.pcd.go.th/webV2/aqi_info.php

- Hourly air pollution in Chiang Mai from year 1996 – 2019 was partially obtained by submitted an of-
ficial request to Thailand Pollution Control Department and the data from 2019 – 2021 was scraped 
from http://air4thai.pcd.go.th/webV2/aqi_info.php

- Hourly weather data from year 2010 – 2021 was scraped from https://www.wunderground.com/his-
tory/daily/th/mueang-chiang-mai/VTCC

- Daily hotpots data from year 2010 to 2021 was download from https://earthdata.nasa.gov/earth-
observation-data/near-real-time/firms/c6-mcd14dl

- Holiday information from year 2010 – 2021 in Thailand is from https://www.timeanddate.com/holi-
days/thailand/

- El Niño index from year 2010 – 2021 is from https://origin.cpc.ncep.noaa.gov/products/analysis_
monitoring/ensostuff/ONI_v5.php
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